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Abstract

Generic peerto-peer (p2p) overlay networks like CAN,
Chord, Pastry and Tapestryoffer a novel platform for a va-
riety of scalableand decentalizeddistributed applications.
Thesesystemsprovide efficient and fault-tolerant routing,
objectlocation and load balancingwithin a self-oiganizing
overlay network. Oneimportantaspectof thesesystemss
how they exploit networkproximity in the underlyingInter-
net. In this paper we presenta compehensivestudyof the
networklocality propertiesof a p2poverlaynetwork.Results
obtainedvia analysisand via simulationof two large-scale
topology modelsindicatethat it is possibleto efficiently ex-
ploit networkproximity in self-oganizingp2p substates. A
simpleheuristicmeasuesa scalarproximity metricamonga
small numberof nodes,incurring only a modestadditional
overheadfor organizingand maintaining the overlay net-
work. Theresultinglocality propertiesimprove application
performanceand reducenetworkusage in the Internetsub-
stantially Finally, we studythe impact of proximity-based
routingontheload balancingin the p2poverlay.

1 Intr oduction

SeveralrecentsystemgCAN [6], Chord[10Q], Pastry[7] and
Tapestry[14]) provide a self-omganizingsubstratefor large-
scalepeerto-peerapplications Thesesystemsanbeviewed
asproviding a scalable fault-tolerantdistributed hashtable,
in which ary item canbe locatedwithin a boundednumber
of routinghops,usinga small pernoderoutingtable. While

thereare algorithmic similarities amongeachof thesesys-
tems,oneimportantdistinctionlies in theapproachhey take

to consideringandexploiting proximity in theunderlyingin-

ternet. Chord, for instance doesnot currently considemet-
work proximity atall. As aresult,its protocolfor maintaining
the overlay network is very light-weight, but messagemay
travel arbitrarily long distancesn theInternetin eachrouting
hop.

In CAN, eachnodemeasureds network delayto a setof

landmarknodesjn aneffort to determindts relative position
in the Internetandto constructan Internettopology aware
overlay Tapestryand Pastry exploit locality by measuring
a proximity metric amongpairs of nodes,and by choosing
nearbynodesfor inclusionin their routing tables. Early re-
sults for the resultinglocality propertiesare promising. In
TapestryandPastry for instancethe averagetotal “distance”
traveled by a messagés only a small and constantfactor
larger than the “distance” betweensourceand destination
in the underlyingnetwork. However, theseresultscomeat
theexpensef moreexpensve overlaymaintenancerotocol,
relative to Chord. Also, proximity basedrouting may com-
promisethe load balancen the p2p overlay network. More-
over, it remainsunclearto whatextentthe locality properties
hold in the actuallnternet,with its comple, dynamic,and
non-uniformtopology As aresult,the costandeffectiveness
of proximity basedoutingin thesep2p overlaysremainun-
clear

To addresshesequestionsthis paperpresentsesultsof a
comprehensie studyof Pastry’s locality propertiesvia anal-
ysis and via simulationsbasedon two large-scalelnternet
topology models. Moreover, we proposean improved node
join andfailure protocolthatsubstantiallydecreasetheover-
lay maintenancecost relative to the original implementa-
tion[7], attheexpenseof anegligible reductionin thequality
of thePastry'sroutingproperties Theresultsndicatethatthe
locality propertiesarerobuston a variety of network topol-
ogy models. Moreover, the load imbalancecausedby the
proximity basedroutingis modestandhot spotscanbe eas-
ily dispersedvithout affecting overall route quality. While
our analysisand simulationsare basedon Pastry mary of
ourresultsapplyto TapestryandChordaswell. We conclude
thatit is possibleto exploit network proximity in p2poverlay
networkswith low overheacandwithoutcompromisingheir
self-omganizingandload balancingproperties.

Therestof thispapelis organizedasfollows. Relatedvork
is discussedn Section2. In Section3, we provide a brief
overview of the Pastryprotocol. Pastrys locality properties,
andthe new protocolsfor nodejoining andfailure recovery
arepresentedn Section4. An analysisof Pastry’s locality



propertiedollows in the Section5. Section6 present&xper
imentalresults,andwe concludein Section?.

2 Relatedwork

CAN [6], Chord[10] andTapestry[14] arecloselyrelatedto

Pastry Eachof theseprotocolsform a self-oiganizingover-

lay network and provide a load-balancedfault-tolerantdis-

tributedhashtable,in whichitemscanbeinsertedandlooked

up in aboundechumberof forwardinghops.CAN, Tapestry
andPastryeachuseheuristicsto exploit proximity in then-

ternet,andtheresultingpropertieshave beenstudiedin prior

work. To the bestof our knowledge,this paperis the first

studythatlooksat bothcostsandbenefitsof proximity based
routing in a p2p overlay, and considershe impactof node
failureson thosecostsandbenefits.

Pastry and Tapestryare relatedto the work by Plaxtonet
al. [5] andto routingin the landmarkhierarchy[12]. The
approaclof routingbasedon addresgprefixes,which canbe
viewedasa generalizatiorof hypercubeouting,is common
to all theseschemesHowever, neitherPlaxtonnor theland-
markapproacharefully self-omganizing.PastryandTapestry
differ in their approachto locating the numerically closest
nodein the sparselypopulatednodeldspace,andfor man-
agingreplication. Pastry usesoverlappingsetsof neighbor
ing nodesin the nodeldspace(leaf sets),both to locatethe
destinationin the final routing hop, andto storereplicasof
dataitemsfor fault tolerance.Tapestryusesa differentcon-
ceptcalledsurrogateouting to locatethe destinationandit
insertsreplicasof dataitemsusing differentkeys. The ap-
proachto achievzing network locality is very similar in both
systems.

The Chord protocol is closely related to Pastry and
Tapestry but insteadof routing basedon addressprefixes,
Chordforwardsmessagebaseddnnumericaldifferencewith
the destinationaddress.Unlike Pastry and Tapestry Chord
currentlymakesno explicit effort to exploit network proxim-
ity. However, locality heuristicssimilar to the onesusedin
Pastrycouldpresumablhipbe addedo Chord.

CAN routesmessagesn a d-dimensionalspace,where
eachnode maintainsa routing table with O(d) entriesand
ary node canbe reachedin O(dN'/4) routing hops. Un-
like Pastry TapestryandChord,the CAN routingtabledoes
not grow with the network size, but the numberof routing
hops grows fasterthanloglN. The work on CAN [6] ex-
ploredtwo techniqueso improveroutingperformancéy us-
ing informationaboutthe network topology In thefirst tech-
nigue,eachnodemeasureshe RTT to eachof its neighbors
and messageare forwardedto the neighborwith the max-
imum ratio of progresso RTT. This techniquediffers from
theoneusedin Pastrybecausehe setof neighborsof anode
is chosernwithout regardto their proximity; this hasthe dis-
adwantagethatall neighboramaybe quite far from the node.

The secondtechniquemeasureshe distancedetweeneach
nodeand a setof landmarksenersto computethe coordi-
natesof the nodein the CAN spacesuchthat neighborsin
the CAN spacearetopologically close. This techniquecan
achieve goodperformancebut it hasthe disadwantagethat it
is not fully self-omganizing;it requiresa setof well-known
landmarkseners. In addition, it may causesignificantim-
balancesdn the distribution of nodesin the CAN spacethat
leadto hotspots.

Existing applications built on top of Pastry include
PAST [8] andSCRIBE[9]. Otherpeerto-peerapplications
that were built on top of genericrouting and location sub-
stratesareOceanStor¢3] (Tapestry)andCFS[2] (Chord).

3 Pastry

Pastry is describedn detail in [7], anda brief summaryis
providedhere.Pastryis ageneric efficient, scalablefaultre-
silient, andself-oganizingpeerto-peersubstrate EachPas-
try nodehasa unique,uniform randomlyassignedodeldin
acircular 128-bitidentifier space.Givena 128-bitkey, Pas-
try routesanassociatethessagéowardsthelive nodewhose
nodeldis numericallyclosesto thekey. Moreover, eachPas-
try nodekeepstrack of its neighboringnodesin the names-
paceand notifies applicationof changedn the set. These
capabilitiescan be usedto build a distributed, fault-tolerant
hashtablewhich in turn canbe usedto supporta variety of
decentralizeddistributedapplications.

Assuminga network consistingof N nodes the expected
number of forwarding hopsto deliver a messagewith a
randomkey is < [logy: N (b is a configurationparameter
with typical value4). Thetablesrequiredin eachnodehave
only O(log,s N) entries,whereeachentry mapsan existing
nodeldto theassociatediodes IP addressUponanodefail-
ureor thearrival of a new node,theinvariantsin all affected
tablescanbe restoredby exchangingO(log,» N) messages.
In thefollowing paragraphsye briefly sketchthe Pastryrout-
ing scheme.

Nodestate: For the purpose®f routing, nodeldsandkeys
arethoughtof asa sequencef digits in base2®. A nodes
routing table is organizedinto 128/2% rows and 2° — 1
columns. The 2° — 1 entriesin row n of the routing table
referto nodeswvhosenodeldssharethefirst n digits with the
presennodes nodeld;then + 1th nodelddigit of a nodein
columnm of row n equalsm. The columnin row n corre-
spondingo thevalueof then + 1'sdigits of thelocalnodes
nodeldremainsempty Figurel depictsan examplerouting
table.

A routing table entry is alsoleft emptyif no nodewith
the appropriatenodeld prefix is known. The uniform ran-
dom distribution of nodeldsensuresan even populationof
the nodeldspacethus,on averageonly [log.s N'| levelsare
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Figurel: Routingtableof a Pastrynodewith
nodeld65alx, b = 4. Digits arein basel6,
representsinarbitrarysuffix. ThelP address
associateavith eachentryis not shavn.

populatedin the routing table. EachnodemaintainsIP ad-
dressesor thenodedn its leaf set Theleaf setis thesetof [

nodeswith nodeldghatarenumericallyclosesto thepresent
nodes nodeld,with 1/2 largerand!/2 smallernodeldsthan
the currentnodesid. A typical valuefor [ is approximately
|_8 * lOglﬁN] .

Messagerouting: At eachrouting step,a nodenormally
forwardsthe messagdo a nodewhosenodeldshareswith
the key a prefix thatis at leastone digit (or b bits) longer
than the prefix that the key shareswith the presentnode’s
id. If no suchnodeis known, the messages forwardedto
anodewhosenodeldsharesa prefix with the key aslong as
thecurrentnode,but is numericallycloserto the key thanthe
preseninodesid. Sucha nodeis guaranteedo exist in the
leaf setunlessthe messagéasalreadyarrived at the node
with numericallyclosesinodeld,or its immediateneighbot.
And, unlessall I/2 nodesn onehalf of theleafsethavefailed
simultaneouslyatleastoneof thosenodesmustbelive.

The Pastryrouting procedureis shovn in Figure 3. Fig-
ure2 shavsthe pathof anexamplemessageAnalysisshavs
thattheexpectechumberof forwardinghopsis slightly below
[logos N, with adistributionthatis tight aroundthemean.A
deterministicupperboundfor the numberof routing hopsis
128/b+1,assumingcorrectrouting tablesand no concurrent
nodefailures.Moreover, simulationshavs thattheroutingis
highly resilientto nodefailures.

To achieve self-omganization, Pastry must dynamically
maintainits node state,i.e., the routing table and leaf set,
in the presencef new nodearrivals, nodefailures,nodere-
coveries,andnetwork partitions.

1Thelastclausetakescareof a pathologicakcasewherethe numerically
closestnodedoesnot sharea nodeldprefix with the key.
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Figure 2: Routing a messagefrom node
65al fcwith key d46alc. Thedotsdepictlive
nodesin Pastry’'s circularnamespace.

(1) if (d.isBetween(L_;/2, Ly/2))

) /1 d is within numericalrangeof local leaf set(mod 2128)
(3) forwardto L;, s.th.|d — L;| is minimal,

(4) else

(5) Il usetheroutingtable

(6) Let! = shl(d, a);

7 if (R existsandis live)

(8) forwardto R";

9) else

(20) Il rarecase

(11) forwardtot € L U R, s.th.
(12) shi(t,d) > 1,

(13) [t —d| <|a—d|

Figure3: Pastryroutingprocedureexecutedvhenamessage
with key d arrivesatanodewith nodelda. Rf is theentryin
theroutingtable R atcolumn: androw [. L; is thei-th clos-
estnodeldin theleaf set L, wherea negative/positive index
indicatescounterclockwise/clockwisiom thelocal nodein
theid spacerespectiely. L_;/, and L/, arethe nodesat
the edgesof the local leaf set. d; representshe’s digit in
thekey d. shi(a,b) is thelengthof the prefix sharedamong
a andb, in digits.

Nodeaddition: A newly arriving nodewith thenew nodeld
X caninitialize its stateby askingary existing Pastrynode A
torouteaspeciaimessagesingX asthekey. Themessagés
routedto theexistingnodeZ with nodeldnumericallyclosest
to X. X thenobtainstheleaf setfrom Z andtheith row of
the routing table from the nodeencounteredlongthe route
from A to Z whosenodeldmatchesX in thefirsti — 1 dig-
its. Usingthis information, X cancorrectlyinitialize its own
routingtableandleaf set. Finally, X announce#s presence



to the initial membersof its leaf set, which in turn update
their own leaf setsandrouting tables. Given an appropriate
leaf setsize(e.g.,> 2°), onecanshaw that,with high prob-

ability, all nodeswhoserouting tablesare affectedby X's

arrival arenotified.

Nodefailure: Whena nodefails, the leaf setsandrouting
tablesof a numberof othernodesmustbe updated.Leaf set
membershipss actively maintained. The membersof each
leaf setperiodicallyexchangekeep-alve messagedf anode
is unresponsie for a period T, it is presumedailed. All
membersof the failed nodes leaf setare then notified and
they updatetheir leaf sets. Sincethe leaf setsof nodeswith
adjacennodeldsoverlap,this updateis trivial.

Routingtableentriesthatreferto failednodesarerepaired
lazily. During messagdorwarding,whenaroutingtableen-
try is found thatis eitherempty or the referencechodehas
failed,Pastryroutesthemessag#o anothemodewith numer
ically closernodeld(lines 11-13in Figure 3). If the down-
streamnodehasa routing table entry that matcheghe next
digit of the message key, it automaticallyinforms the up-
streamnodeof thatentry,

Noderecovery: The noderecovery protocolis optimized
to reducethe overheadbf temporarynodefailures. A recov-

ering Pastry nodefirst attemptsto contactnodesin its last
known leaf setand obtainstheir leaf sets. If the numerical
rangeof nodeldsin oneof thosesetsstill includestherecor-

eringnodes nodeld,the nodeupdatests own leaf setbased
on the informationit receves and then notifies the current
memberof its leaf setof its presence Otherwise the node
followsthenormalprotocolfor nodeaddition.

Network partitions: A network partitioncancauseheap-
parentsimultaneoudailure of a large numberof nodesat
randompointsin the nodeldspace.In extremecasessuch
apartitioncould causethefailureof /2 nodeswith adjacent
nodelds. This (rare) caserequiresa specialrecovery proce-
dure,sincelive nodesthatareseparatedy //2 or morefailed
nodesn thenodeldspacearenotawareof eachother Briefly,
thelive nodesattheedgef suchasequencef failednodes
locateeachotherby sendingmessagetowardsthe otherus-
ing theirremaininglive routingtableentries thenform anewn
leaf set.

4 Pastry locality properties

This sectionfocuseson Pastry’s locality properties. Pastry
seekdo exploit proximity in theunderlyinginternet,by rout-
ing throughasshorta pathaspossiblefinding nearestopies
of objectsetc. It relieson ascalamproximity metricthatindi-

catesthe “distance”betweenary givenpair of Pastrynodes.

It is assumedhat eachPastry node can measureor other
wise obtainthe distancebetweenitself andarny nodewith a
known IP addressFurthermoreijt is assumedhatthe prox-
imity metricreflectsstaticpropertiesof the underlyingphys-
ical network, ratherthanprevailing traffic conditions.

The choiceof a proximity metric dependson the desired
qualitiesof theresultingoverlay (e.g.,low delay high band-
width, low network utilization). In practice,metricssuchas
round-triptime (minimum of a seriesof pings), bandwidth
(measuredfor instance,using packet pair techniques)the
numberof IP routing hops (measuredising traceroute),or
somecombinationthereofcould be used. Choosingan ap-
propriate proximity metric for p2p overlay networks is the
subjectof futurework andbeyondthe scopeof this paper

Pastryslocality propertiederive from its attemptto mini-

mizethedistanceaccordingto the proximity metric,to each
of the nodesthat appeaiin a nodes routingtable, subjectto
the constraintamposedon nodeldprefixes. It is expensve
to achieve this goalpreciselyin alarge systembecausét re-
quiresO(N) communicationTherefore Pastryusesheuris-
ticsthatrequireonly O(log,» N') communicatiorbut only en-
surethatroutingtableentriesareclosebut notnecessarilyhe
closest.More precisely Pastryensureghe following invari-
antfor eachnodes routingtable:
Proximity invariant: Eacd entryin a node X's routing ta-
ble refersto a nodethatis near X, accodingto the proxim-
ity metric,amongall live Pastry nodeswith the appropriate
nodeldprefix.

In Section4.1, we shov how Pastry’s nodejoining pro-
tocol maintainsthe proximity invariant. Next, we consider
the effect of the proximity invarianton Pastry's routing. Ob-
sene that asa resultof the proximity invariant,a message
is normally forwardedin eachrouting stepto a nearbynode,
accordingto the proximity metric, amongall nodeswhose
nodeldshares longerprefix with thekey. Moreover, the ex-
pecteddistancetraveledin eachconsecutie routing stepin-
creasesxponentially becaus¢hedensityof nodesdecreases
exponentiallywith the lengthof the prefix match. Fromthis
property one can derive threedistinct propertiesof Pastry
with respecto network locality:

Total distance traveled The expecteddistanceof the last
routingsteptendsto dominatethetotal distanceraveledby a
messageAs aresult,the averagetotal distancetraveledby a
messagexceedghedistancebetweersourceanddestination
nodeonly by a small constantvalue. Analysisandsimula-
tionsontwo Internettopologymodelspresentedn Section6
confirmthis.

Local route corvergenceThe pathsof two Pastrymessages
sentfrom nearbynodeswith identicalkeys tendto corverge
at a nodenearthe sourcenodes,in the proximity space.To
seethis, obsene thatin eachconsecutie routing step, the
messagesavel exponentiallylargerdistancesowardsanex-
ponentiallyshrinking setof nodes. Thus,the probability of
a route corvergenceincreasesn eachstep,evenin the case



where earlier (smaller) routing stepshave moved the mes-
sagedartherapart. This resulthassignificancefor caching
applicationdayeredon Pastry Popularobjectsrequestedy
a nearbynodeand cachedby all hodesalongthe route are
likely to befoundwhenanothemnearbynoderequestsheob-
ject. Also, this propertyis exploitedin Scribe[9] to achieve
low link stresdn anapplicationlevel multicastsystem.
Locating the nearest replica If replicasof an object are
storedon k nodeswith adjacennodelds Pastrymessagege-
questinghe objecthave atendeng to first reacha nodenear
theclientnode.To seethis, obsenethatPastrymessagemi-
tially take smallstepsin the proximity spacebut large steps
in thenodeldspace Applicationscanexploit this propertyto
male surethatclientrequestgor anobjecttendto behandled
by areplicathatis neartheclient. Exploiting this propertyis
application-specificandis discussedh [8].

An analysisof thesepropertiesfollows in Section5. Sim-
ulation resultsthat confirm and quantify thesepropertieson
two Internettopologymodelsfollow in Section6.

4.1 Nodeaddition and failur e

Next, we presenthe Pastrynodejoin protocolandshaov how
this protocolmaintainsthe proximity invariant.

First, recall from Section3 thata new nodeX mustcon-
tact an existing Pastrynode A whenjoining the system. A
thenroutesa messageising X asthe key, andthe new node
obtainsthenth row of its routingtablefrom thenodeencoun-
teredalongthe pathfrom A to X whosenodeldmatchesX
in thefirstn — 1 digits. We will shaw thatthe proximity in-
variantholdson X’sresultingroutingtable,if nodeA is near
X, accordingto the proximity metric.

First, considerthe top row of X's routing table, obtained
from nodeA. Assumingthetriangulationinequalityholdsin
theproximity spaceijt is easyto seethattheentriesin thetop
row of A’sroutingtablearealsocloseto X. Next, consider
thenth row of X’sroutingtable,obtainedrom thenodeA,,
encountere@longthe pathfrom A to X. By induction,this
nodeis Pastry’s approximatiorto the nodeclosestto A that
matchesX s nodeldin thefirst n — 1 digits. Thereforejf the
triangulationinequalityholds,we canusethe sameargument
to concludethat the entriesof the nth row of 4,,’s routing
tableshouldbecloseto X.

At this point, we have shawvn that the proximity invariant
holdsin X's routingtable. To show thatthe nodejoin pro-
tocol maintainsthe proximity invariantglobally in all Pastry
nodes,we must next shov how the routing tablesof other
affectednodesare updatedto reflect X's arrival. Once X
hasinitialized its own routing table, it sendsthe nth row of
its routing tableto eachnodethatappearssanentryin that
row. This senesbothto announcets presencendto propa-
gateinformationaboutnodesthatjoined previously. Eachof
the nodesthatrecevesa row theninspectshe entriesin the
row, performsprobesto measuréf X or oneof theentriesis

nearerthanthe correspondingentryin its own routing table,
andupdatests routingtableasappropriate.

To seethatthis procedures sufficient to restorethe prox-
imity invariantin all affectednodesconsiderthat X andthe
nodeghatappeatn row n of X’sroutingtableform agroup
of 2% nearbynodeswvhosenodeldsmatchin thefirst n digits.
It is clearthatthesenodesneedto know of X’sarrival, since
X maydisplaceamoredistantnodein oneof thenodesrout-
ing tables.Corversely anodewith identicalprefixin thefirst
n digitsthatis notamembeiof thisgroupis likely to bemore
distantfrom themember®f thegroup,andthereforéfrom X;
thus, X's arrival is not likely to affect its routing tableand,
with high probability, it doesnot needto beinformedof X's
arrival.

Nodefailur e Recallthatfailedroutingtablesentriesarere-
pairedlazily, whenever a routingtableentry is usedto route
a message Pastryroutesthe messageo anothernodewith
numericallyclosernodeld(lines 11-13in Figure 3). If the
downstreamnodehasa routing table entry that matcheghe
next digit of the messaga key, it automaticallyinformsthe
upstreamrmodeof thatentry.

We needto shav thatthe entry suppliedby this procedure
satisfieghe proximity invariant.If anumericallyclosernode
canbefoundin theroutingtable,it mustbe anentryin the
samerow asthe failed node. If that nodesuppliesa substi-
tute entry for the failed node,its expecteddistancefrom the
local nodeis thereforelow, sinceall threenodesare part of
thesamegroupof nearbynodeswith identicalnodeldprefix.
Ontheotherhand,if noreplacemenhodeis suppliedby the
downstreamnode,we trigger the routing table maintenance
task(describedn the next section)to find areplacemenen-
try. In eithercasethe proximity invariantis presered.

4.2 Routing table maintenance

Theroutingtableentriesproducedby the nodejoin protocol
andtherepairmechanismarenot guaranteedo betheclos-
estto the local node. Several factorscontribute to this, in-
cludingtheheuristicnatureof the nodejoin andrepairmech-
anismswith respecto locality. Also, mary practicalproxim-
ity metricsdo not strictly satisfythe triangulationinequality
and may vary over time. However, limited imprecisionis
consistentvith the proximity invariant,andaswe will shov
in Section6, it doesnot have a significantimpacton Pastry’s
locality properties.

However, one concernis that deviations could cascade,
leadingto a slow deterioratiorof thelocality propertiesover
time. To prevent a deteriorationof the overall route qual-
ity, eachnoderunsa periodicroutingtable maintenance¢ask
(e.g., every 20 minutes). The task performsthe following
procedurefor eachrow of the local nodes routing table. It
selectsa randomentry in the row, andrequestdrom the as-
sociatednode a copy of that nodes correspondingouting



tablerow. Eachentryin thatrow is thencomparedto the
correspondingntryin the local routingtable. If they differ,
the nodeprobesthe distanceto both entriesandinstallsthe
closestentryin its own routingtable.

The intuition behindthis maintenancerocedurds to ex-
changerouting information amonggroupsof nearbynodes
with identical nodeld prefix. A nearbynode with the ap-
propriateprefix mustbe know to at leastonememberof the
group;the procedureensureghatthe entiregroupwill even-
tually learn of the node,and adjusttheir routing tablesac-
cordingly.

Whenever a Pastrynodereplacesa routingtableentry be-
causea closernodewasfound, the previousentryis keptin
a list of alternateentries(up to tensuchentriesaresavedin
the implementation). Whenthe primary entry fails, one of
the alternatess useduntil andunlessa closerentryis found
duringthenext periodicroutingtablemaintenance.

4.3 Locating a nearby node

Recallthat for the nodejoin algorithmto presere the prox-

imity invariant,the startingnode A mustbe closeto the new

node X, amongall live Pastrynodes.This begsthe question
of haw anewly joining nodecandetecta nearbyPastrynode.
Onewayto achievethisis to performan“expandingring” IP

multicast,but this assumeghe availability of IP multicast.In

Figure4, we presentan efficient algorithmby which a node
may discover a nearbyPastrynode,giventhatit hasknowl-

edgeof somePastry nodeat ary location. Thus, a joining

nodeis only requiredto obtainknowledgeof ary Pastrynode
throughout-of-bandmeansasopposedo obtainingknowl-

edgeof a nearbynode. The algorithmexploits the property
thatlocationof thenodesin the seedsleaf setshouldbe uni-

formly distributedoverthe network. Next, having discovered
theclosesteafsetmembeytheroutingtabledistanceproper

tiesareexploitedto move exponentiallycloserto thelocation
of the joining node. This is achiezed bottomup by picking

the closesinodeat eachlevel andgettingthe next level from

it. Thelastphaseaepeatsheprocesdor thetop level until no
moreprogresss made.

In this section,we have shovn at an intuitive level why
the Pastrynodejoin protocolpreseresthe proximity invari-
ant,andhow Pastry’slocality propertiescanbederivedfrom
the proximity invariant. However, as part of this agument,
we have relied on a few assumptionghat do not generally
hold in theInternet.For instancethetriangulationinequality
doesnot generallyhold for mostpracticalproximity metrics
in the Internet. Also, nodesare not uniformly distributedin
the resulting proximity space. Therefore, it is necessaryo
confirm the robustnessof Pastry’s locality propertiesusing
simulationson Internettopologymodels. Resultsof simula-
tions basedtwo Internettopology modelswill be presented
in Section6.

(1) discover(seed)

2) nodes= getLeafSet(seed)

3) forall nodein nodes

4) nearNode= closerbMe(node,nearNode)

(5) depth= getMaxRouting@bleLevel(nearNode)

(6) while (depth> 0)

©) nodes= getRouting@ble(nearNode,depth)
(8) forall nodein nodes

9) nearNode= closerbMe(node,nearNode)
(10) endwhile

(11) do

(12) nodes= getRouting@ble(nearNode,0)

(13) currentClosest nearNode

(14) forall nodein nodes

(15) nearNode= closerbMe(node,nearNode)
(16) while (currentClosest= nearNode)

a7 returnnearNode

Figure4: Simplified nearbynodediscovery algorithm. seed
is the Pastrynodeinitially known to thejoining node.

5 Analysis

In this section we presentanalyticalresultsfor Pastry's rout-
ing properties First, we analyzethe distribution of the num-
berof routinghopstakenwhena Pastrymessagevith aran-
domly chosenkey is sentfrom a randomly chosenPastry
node. This analysisthenforms the basisfor an analysisof
Pastryslocality properties.Throughoutthis analysiswe as-
sumethat eachPastrynodehasa perfectroutingtable. That
is, aroutingtableentrymaybeemptyonly if nonodewith an
appropriatenodeldprefix exists,andall routingtableentries
pointto the nearesnode,accordingto the proximity metric,
with the appropriatenodeldprefix. In practice,Pastrydoes
not guarantegerfectrouting tables. Simulationresultspre-
sentedin Section6 shawv that the performancedegradation
dueto thisinaccurag is minimal. Dueto spaceconstraints,
the detailsof the analysisand the proofs are omitted here;
they areavaliableat http://dosa.ecn.purdue.ed 0.

5.1 Route probability matrix

Theanalysisof thedistribution of thenumberof routinghops
is basedon the statisticalpopulationof the nodeld space.
Sincethe assignmenbf nodeldsis assumedo be randomly
uniform, this populationcanbe capturedy thebinomialdis-
tribution (see for example,[1]). Forinstancethedistribution
of thenumberof nodeswith agivenvalueof themostsignif-
icantnodelddigit, outof N nodesjs givenby b(k; N, 1/2%).
Recallfrom Figure 3 thatat eachnode,a message&anbe
forwardedusingoneof threebranchesn theforwardingpro-
cedure.In caseP,, the messagés forwardedusingthe leaf
setL (line 3); in casePg usingtheroutingtable R (line 8);



andin caseP usinganodein L U R (lines11-13). We for-
mally definethe probabilitiesof takingthesebranchesswell
asof two specialcasesn thefollowing.

Definition 1 Letprob(h,l, N, Px) denotethe probability of
taking branch Px, X € {A, B,C}, at the (h + 1)th hopin
routinga messge with randomkey, startingfroma noderan-
domlychoserfrom IV nodeswith a leaf setof sizel. Further-
more, wedefineprob(h,l, N, P),) asthe probability that the
nodeencounteed after the h-th hopis alreadythe numeri-
cally closestnodeto the messge, and thusthe routing ter-
minates anddefineprob(h,l, N, Pg) asthe probability that
the nodeencounteed after the h-th hop alreadyshaiesthe
(h + 1) digits with the key, thusskippingthe (h + 1)th hop.

We denote prob(h,l, N, Px),h € [0,128/b — 1],X €
{A, A, B, B',C'} asthe probability matrix of Pastryrouting.
The following Lemmagivesthe building block for deriving
thefull probabilitymatrix asafunctionof N and!.

Lemmal Assumdrandc Pg hasbeentakenduringthefirst
h hopsin routinga randommessge D, i.e. themessge D
is at an intermediatenode X which shaesthe first A dig-
its with D. Let K be the total numberof randomuniformly
distributednodeldsthat shate the first 4 digits with D. The
probabilitiesin takingdifferentpathsat the (h + 1)th hopis

prob(h,l, K, P4)
prob(h,l, K, P}) 221 K

(
(h, . 1
prob(h,l K, PB) = Z Z b(]07K7 2_11) .
prob(h,l, K, Pp) d=0 jo=0
prob(h,l, K, Pc)
K—jo
> b K = jo, gy—) - prob-pabe(j, jo, K = jo = j, b, 1)
j=0

whete prob_pabc(ji, jc, jr, h, 1) calculateshefive probabil-

itiesassuminghere are ji, j., j» nodeldghatshawedthefirst
h digitswith D, but whose(h + 1)th digits are smallerthan,
equalto, andlarger thanthat of D, respectively

Sincetherandomlyuniformly distributednodeldsthatfall
in a particularsegmentof the namespaceontaininga fixed
prefix of A digits follow the binomial distribution, the hth
row of the probability matrix canbe calculatedby summing
over all possiblenodelddistributionsin that sggmentof the
namespacthe probability of eachdistribution multiplied by
its correspondingprobabilityvectorgivenby Lemmal. Fig-
ure5 plotsthe probabilitiesof takingbranchesP,, Pg, and
P ateachactualhop (i.e. afterthe adjustmenbf collapsing
skippedhops)of Pastryroutingfor N = 60000, with [ = 32
andb = 4. It shows thatthelog;¢(IN)-th hopis dominated
by P4 hopswhile earlierhopsare dominatedby Pg hops.
The above probability matrix canbe usedto derive the dis-
tribution of the numbersf routing hopsin routingarandom
messagekigure6 plotsthisdistributionfor N = 60000 with
I = 32 andb = 4. Theprobabilitymatrix canalsobe usedto

N=60000, I=32, b=4, Expected (hops) = 3.67
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Figure 5: Probabilites Pr(h,l, N, P4), Pr(h,l, N, Pg),
Pr(h,l, N, Pc) and expectednumberof hopsfor N = 60000,
with I = 32 andb = 4. (Fromanalysis.)
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Figure6: Distribution of the numberof routing hopsper message
for N = 60, 000, with [ = 32 andb = 4. (Fromanalysis.)

derive the expectednumberof routinghopsin Pastryrouting
accordingo thefollowing theorem.

Theorem1 Lettheexpectechumberof additionalhopsafter
taking P for the first time at the hth hop, be denotedas
Cp,(h,l,N, Pc). Theexpectednumberof routing hopsin
routing a messge with randomkey D starting froma node
randomlychosenfromthe N nodesis

128/b—1
Z prob(h,l, N, P4) — prob(h,l, N, Py) +
h=0
prob(h,l, N, Pg) — prob(h,l, N, Pg) +
prob(h,l, N, Pc) + Cp,(h,l,N, Pc) - prob(h,l, N, Pc)

5.2 Expectedrouting distance

Next, we analyzethe expecteddistancea messagéravelsin
the proximity spacewhile it is beingroutedthroughPastry
To maketheanalysidractablejt is assumedhatthelocations
of the Pastry nodesare randomuniformly distributed over



the surfaceof a sphere,andthat the proximity metric used
by Pastry equalsthe geographicdistancebetweenpairs of

Pastrynodeson the sphere The uniform distribution of node
locationsandthe useof geographidistanceasthe proximity

metric areclearly not realistic. In Section6 we will present
two setsof simulationresults,one for conditionsidentical

to thoseassumedn the analysis,andonebasedon Internet
topologymodels. A comparisorof the resultsindicatesthat
theimpactof our assumptiongntheresultsis limited.

The following Lemmagivesthe averagedistancein each
hop traveled by a messagevith a randomkey sentfrom a
randomstartingnode,as a function of the hop numberand
thehoptype.

Lemma 2 (1) Inroutingmessge D, afterh Pg hops,if RhD’*
is notemptytheexpectedhop_dist(h, R, Pg) is Rcos™ (1 —
9b(h+1)+1

27,

(2) f\rq routing messge D, if path P, is taken at any given
hop,thehopdistancehop_dist(h, R, P4) is .

(3) In routing messge D, after h hops, if path Py is
taken,the hopdistancehop_dist(h, R, Pc) is hop_dist(h —
1, R, Pg), which with high probability is followedby a hop
takenvia Py, i.e. with distance™2.

The above distancehop_dist(h, R, Pg) comesfrom the
density agument. Assuming nodeldsare uniformly dis-
tributed over the surfaceof the sphere the averagedistance
of the next Pg hopis the radiusof a circle that containson
averageonenodeld(i.e. the nearesbne)thatshare(h + 1)
digitswith D.

Given the vector of the probabilitiesof taking branches
P4, Pg, andPg attheactualhth hop(e.g.Figure5), andthe
above vectorof perhop distancefor the threetypesof hops
at the hth hop, the averagedistanceof the hth actualhopis
simply the dot-productof the two vectors,i.e. the weighted
sum of the hop distancesby the probabilitiesthat they are
taken. Theseresultsare presentedn the next sectionalong
with simulationresults.

5.3 Local route corvergence

Next, we analyzePastry'sroutecorvergencepropertiesvhen
two randomPastrynodessenda messagevith the sameran-
domly choserkey. Specifically we areinterestedn the dis-
tancethe messagesravel in the proximity spaceuntil the
point wheretheir routescorverge, as a function of the dis-
tancebetweerthe startingnodesin the proximity space.

To simplify the analysis,we considerthreescenarios.In
the worst-casescenario,it is assumedhat at eachrouting
hop prior to the point wheretheir routescorverge, the mes-
sagedravel in oppositedirectionsin the proximity space.ln
the average-casecenario,it is assumedhat prior to con-
vergence the messagetravel suchthattheir distancein the
proximity spacedoesnot change.In the bestcasescenario,

themessagesavel towardseachotherin theproximity space
prior to their corvergence.

Theorem?2 Let C'1 and C2 bethe two starting nodeson a
sphee of radius R from which messgeswith an identical,
randomkey are beingrouted. Let the distancebetweenC'1

and C2 bed0. Thenthe expecteddistancethat the two mes-
sageswill travelbefore their pathsmegeis

log2bN i<j
dist(d0,R) = > [](1 —prob_hop(i,d0, R))hopdist(j, R)
j=0 i=0

wher prob.hop(j, d0, F) = 202t

dj = do+ 2 - ;=) hop.dist(j, R) in the worst case
or dj = dO in the average case or dj = max(0,d0 —
2 - Eﬁig hop_dist(j, R)) in the best case respectively
S(r,d, R) denotedhe intersectingarea of two circlesof ra-
diusr centeedat two pointsona sphee of radiusR thatare
a distanceof d < 2r apart, and Ssyr face(r, R) denoteghe
surfaceareaof a circle of radiusr ona sphee of radiusR.

Figure 7 plots the averagedistancetraveled by two mes-
sagessentfrom two randomPastrynodeswith the sameran-
domkey, asa functionof thedistancebetweerthetwo start-

ing nodes.Resultsareshowvn for the “worstcase”,“average
case”,and"bestcase”analysis.
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Figure7: Distanceamongsourcenodesroutingmessagewith the
samekey, versughedistanceraverseduntil thetwo pathsconverge,
for a60,000nodePastrynetwork, with I=32 andb=4. (Fromanaly-
sis.)

6 Experimental results

In this section,we presentexperimentalresultsquantifying
Pastryslocality propertiesAll resultswereobtainedusinga
Pastryimplementatiomunningontop of anetwork simulator
The Pastryparametersveresetto b = 4 andtheleafsetsize
I = 32. Unlessotherwisestatedresultswhereobtainedwith
asimulatedPastryoverlay network of 60,000nodes.



6.1 Network topologies

Threesimulatednetwork topologieswere usedin the exper
iments. The “Sphere”topology correspondso the topology
assumedn the analysisof Section5. Nodesare placedat
uniformly randomlocationson the surfaceof a spherewith
radius1000. The distancemetricis basedon the topological
distancebetweerntwo nodeson the spheres surface. Results
producedvith thistopologymodelshouldcorrespondlosely
to theanalysisandit wasusedprimarily to validatethe sim-
ulation ervironment. However, the spheretopology is not
realistic, becauseat assumes uniform randomdistribution
of nodeson the Spheres surface,andits proximity spaceis
veryregularandstrictly satisfieghetriangulationinequality

A secondopologywasgeneratedisingthe Geogia Tech
transit-stulnetwork topologymodel[13]. Theround-tripde-
lay (RTT) betweentwo nodes,as provided by the topology
graphgeneratoris usedas the proximity metric with this
topology We usea topology with 5050 nodesin the core,
wherealLAN with anaverageof 100nodesds attachedo each
corenode. Out of theresulting505,000LAN nodes,60,000
randomlychosennodesform a Pastry overlay network. As
in thereallnternet thetriangulationinequalitydoesnot hold
for RTTsamongnodesin thetopologymodel.

Finally, we usedthe Mercatortopologyandrouting mod-
els[11]. The topologymodelcontains102,639routersand
it wasobtainedfrom realmeasurementsf the Internetusing
the Mercatorprogram[4]. Theauthorsof [11] usedrealdata
andsomesimple heuristicsto assignan autonomousystem
to eachrouter The resultingAS overlay has2,662 nodes.
Routing is performedhierarchicallyasin the Internet. A
routefollowstheshortespathin the AS overlaybetweerthe
AS of the sourceandthe AS of the destination. The routes
within eachAS follow theshortespathto arouterin thenext
AS of the AS overlaypath.

We built a Pastryoverlaywith 60,000nodeson this topol-
ogy by picking a router for eachnode randomly and uni-
formly, and attachingthe nodedirectly to the routerwith a
LAN link. Sincethetopologyis notannotatedvith delayin-
formation, the numberof routing hopsin the topology was
usedasthe proximity metric for Pastry We countthe LAN
hopswhenreportingthe length of the Pastryroutes. This is
consenative becausé¢hecostof thesehopsis usuallynegligi-
ble andPastry's overheadvould belowerif we did notcount
LAN hops.

6.2 Pastry routing hopsand distanceratio

In thefirst experiment,200,000lookup messagearerouted
using Pastry from randomly chosennodes,using a random
key. Figure8 shaws the numberof Pastryrouting hopsand
the distanceratio for the spheretopology Distanceratio is

definedastheratio of the distanceraversedby a Pastrymes-
sageo thedistancebetweerits sourceanddestinatiomodes,

measuredn termsof the proximity metric. The distancera-
tio canbeinterpretedasthepenalty expressedn termsof the
proximity metric,associate@vith routingamessagethrough
Pastryinsteadof sendinghe messageirectlyin theInternet.

Four setsof resultsareshovn. “Expected’representshe
resultsof the analysisin Section5. “Normal routing table”
shaws the correspondingexperimentalresultswith Pastry
“Perfectrouting table” shaws resultsof experimentswith a
versionof Pastrythatusegerfectroutingtable. Thatis, each
entryin theroutingtableis guaranteedb pointto the nearest
nodewith the appropriatenodeldprefix. Finally, “No local-
ity” showsresultswith aversionof Pastrywherethelocality
heuristicshave beendisabled.

4 3.67 3.68 3.68 3.69 3.68

126 133 137

111

Expected| Perfect | Normal No Expected
Routing | Routing | Locality

Perfect | Normal No
Routing | Routing | Locality
Table Table

Distance ratio

Number of hops

Figure8: Numberof routinghopsanddistanceratio, sphere
topology

All experimentalresultscorrespondvell with the results
of the analysis,thus validating the experimentalapparatus.
As expectedthe expectednumberof routing hopsis slightly
below log1660,000 = 3.97 andthe distanceratio is small.
Thereportedhop countsarevirtually independensf the net-
work topology, thereforewe presenthemonly for thesphere
topology

The distanceratio obtainedwith perfectrouting tablesis
only mawginally betterthan that obtainedwith the real Pas-
try protocol. This confirmsthatthe nodejoin protocol pro-
ducegoutingtablesof high quality, i.e.,entriesreferto nodes
thatarenearlythe closestamongnodeswith the appropriate
nodeldprefix. Finally, thedistanceatio obtainedwith thelo-
cality heuristicsdisabledis significantlyworse. This speaks
both to the importanceof proximity basedrouting, andthe
effectivenesof Pastry’s heuristics.

6.3 Routing distance

Figure9 shows the distancemessagetravel in eachconsec-
utive routing hops. The resultsconfirm the exponentialin-
creasan the expecteddistanceof consecutie hopsup to the
fourth hops,aspredictedby the analysis.Note that the fifth
hopis only takenby atiny fraction(0.004%)of themessages.
Moreover, in the absencef thelocality heuristics the aver-
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agedistancedraveledin eachhopis constanandcorresponds
to the averagedistancebetweemnodes(1571 = (7 x r)/2,
wherer is theradiusof thesphere).
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Figure10: Distancetraversedoerhop, GATechtopology

Figures10 and 11 showv the sameresultsfor the GATech
andthe Mercatortopologies,respectiely. Due to the non-
uniform distribution of nodesandthe morecomplex proxim-
ity spacein thesetopologies,the expecteddistancein each
consecutre routing stepno longer increasesxponentially
but it still increasesnonotonically Moreover, the nodejoin
algorithm continuesto producerouting tablesthat refer to
nearbynodes,asindicatedby the modestdifferencein hop
distanceo the perfectroutingtablesin thefirst threehops.

The proximity metric usedwith the Mercator topology
males Pastry’s locality propertiesappearin an unfavorable
light. Sincethe numberof nodeswithin & IP routing hops
increasesvery rapidly with k, thereare very few “nearby”
Pastry nodes. Obsene that the averagedistancetraveledin
the first routing hop is almosthalf of the averagedistance
betweemodes(i.e., it takesalmosthalf the averagedistance
betweennodesto reachabout16 other Pastry nodes). As
a result, Pastry messagesraverserelatively long distances
in the first few hops, which leadsto a relatively high dis-
tanceratio. Neverthelesswe choseto includetheseresults
to demonstrat¢hatPastry’s locality propertiesaregoodeven
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Figurel11l: Distancetraversedperhop, Mercatortopology

underadwerseconditions.

Figures12, 13 and 14 show rasterplots of the distance
messagesravel in Pastry asa function of the distancebe-
tweenthe sourceanddestinatiomodes for eachof thethree
topologies,respectiely. Messagesvere sentfrom 20,000
randomlychosensourcenodeswith randomkeys in this ex-
periment.The meandistanceratio is shovn in eachgraphas
asolidline.

The resultsshav that the distribution of the distancera-
tio is relatively tight aroundthe mean. Not surprisingly the
sphereaopologyyieldsthebestresults dueto its uniformdis-
tribution of nodesandthe geometryof its proximity space.
However, the far morerealisticGATechtopologyyields still
very goodresults,with a meandistanceratio of 1.59,a max-
imal distanceratio of about8.5,anddistribution thatis fairly
tight aroundthe mean. Even the leastfavorable Mercator
topologyyields acceptableesults,with a meandistancera-
tion of 2.2anda maximumof about6.5.
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Figurel?2: Distancdraversedversuglistancebetweersource
anddestinationsphereopology

6.4 Local route corvergence

The next experimentevaluatesthe local route corvergence
propertyof Pastry In theexperiment,10 nodeswvereselected
randomly andthenfor eachof thesenodes$,0000thernodes
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werechosersuchthatthetopologicaldistancebetweereach
pair provides good coverageof the rangeof possibledis-
tances. Then, 100 randomkeys were chosenand messages
whereroutedvia Pastryfrom eachof the two nodesn a pair,
with a givenkey.

To evaluatehow early the pathscorvergence we usethe
metric(CdCTdsi + qudsg)ﬂ where ¢, is thedistancetraveled
from the nodewherethe two pathscorvergeto the destina-
tion node,ands! ands? arethedistancesraveledfrom each
sourcenodeto the nodewherethe pathscorverge. The met-
ric expresseghe averagefraction of the length of the paths
traveledby the two messagethatwasshared.Note thatthe
metric is zero when the pathscorverge in the destination.
Figures15, 16 and17 shov the averageof the corvergence
metricsversusthe distancebetweenthe two sourcenodes.
As expectedwhenthe distancebetweenhe sourcenodesis
small, the pathsarelikely to corverge quickly. This result
is importantfor applicationghatperformcaching,or rely on
efficient multicasttreeg[8, 9].

Figure 18 shaws the averagedistancetraveled from the
sourcenodego thenodewherethe pathscornverge,asafunc-
tion of the distancebetweerthe sourcesnodes.Notethatthe
convergencenodecould bethe destination We includedthis

11

0.9
0.8
0.7
0.6
0.5+
0.4 4
0.3 4
0.2 4

o \
0 400 800 1200 1600 2000 2400
Distance between two source nodes

Convergence metric

2800 3200

Figure 15: Corvergencemetric versusthe distancebetween
thesourcenodes sphergopology

1

0.9 H

§ 03

0 200 400 600 800 1000
Distance between two source nodes
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graphfor the sphergopology, asthis allows adirectcompar
ison with the resultsof the analysis(Figure 7). Theresults
matchwell.

6.5 Overheadof nodejoin protocol

Next, we measurgheoverheadncurredby thenodejoin pro-
tocolto maintaintheproximity invariantin theroutingtables.
We quantify this overheadn termsof the numberof probes
whereeachprobecorrespond thecommunicatiomequired
to measurehe distanceaccordingto the proximity metric,
amongtwo nodes. Of course,in our simulatednetwork, a
probesimply involveslooking up the correspondinglistance
accordingo thetopologymodel.However, in arealnetwork,
probingwouldlik ely requireatleasttwo messagexchanges.
The numberof probesis thereforea meaningfulmeasureof
theoverheadequiredto maintainthe proximity invariant.
Figure19 showns the maximum,meanandminimum num-
ber of probesperformedby a nodejoining the Pastry net-
work. The resultswere generatedor Pastry networks of
betweenl,000and 60,000nodes. In eachcase,the probes
performedby the last ten nodesthat joined the Pastry net-
work wererecorded which arethe nodeslikely to perform
the mostprobesgiven the size of the network at that stage.
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Figure 20 shaws the correspondinghumberof probesper
formedby nodesotherthanthejoining nodeduringajoin.

It is assumecherethat once a node has probedanother
node,it storegheresultanddoesnot probeagain. Thenum-
ber of nodescontactedduring the joining of a new nodeis
(2° — 1)log,e N + 1, whereN is the numberof Pastrynodes.
This follows from the expectednumberof nodesin the rout-
ing table,andthe size of the leaf set. Although every node
that appeardn the joining nodes routing table recevesin-
formationaboutall the entriesin the samerow of the joining
nodes routing table, it is very likely thatthe receving node
alreadyknows mary of thesenodes,andthustheir distance.
As aresult,the numberof probesperformedpernodeis low
(on averagelessthan 2). This meansthat the total number
of nodesprobedis low, andthe probingis distributedover a
large numberof nodes. The resultswerevirtually identical
for the GATechandthe Mercatortopologies.

6.6 Nodefailure

In the next experiment,we evaluatethe nodefailure recors-
ery protocol(Section4.1) andthe routing tablemaintenance
(Section4.2). Recallthat leaf set repair is instantaneous,
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failedrouting tableentriesarerepairedazily uponnext use,
and a periodicrouting table maintenanceask runs periodi-
cally (every 20 mins)to exchangenformationwith randomly
selectegeers.

In the experiment,a 50,000 node Pastry overlay is cre-
atedbasedon the GATechtopology and200,000messages
from randomsourceswith randomkeys are routed. Then,
20,000randomlyselectechodesare madeto fail simultane-
ously, simulatingconditionsthat might occurin the event of
a network partition. Prior to the next periodic routing ta-
ble maintenancea new setof 200,000randommessagere
routed.After anotheperiodicroutingtablemaintenancean-
othersetof 200,000randommessagearerouted.

Figure21 shavs boththe numberof hopsandthedistance
ratio at variousstagedn this experiment. Shovn arethe av-
eragenumberof routing hopsandthe averagedistanceratio,
for 200,000messagesachbeforethe failure, after the fail-
ure, afterthefirst andafterthe secondroundof routingtable
maintenanceThe“no failure” resultis includedfor compar
ison and correspondgo a 30,000node Pastry overlay with
no failures.Moreover, to isolatethe effectsof theroutingta-



ble maintenanceye give resultswith andwithouttherouting
tablemaintenancenabled.
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During the first 200,000messagdransmissionsfter the
massie nodefailure,theaveragenumberof hopsandaverage
distanceatioincreaseonly mildly (from 3.54to 4.17and1.6
to 1.86, respectiely). This demonstratethe robustnessof
Pastryin thefaceof massve nodefailures.After eachround,
theresultsmproveandapproachhosebeforethefailureafter
two rounds.

With the routing table maintenancedisabled, both the
numberof hops and the distanceratio do not recover as
quickly. Considerthatthe routingtablerepairmechanismnis
lazyandonly repairsentriesthatareactuallyused.Moreover,
arepairgenerallyinvolvesanextra routing hop, becausehe
messagés routedto a numericallyclosernode(third branch
of theroutingalgorithm).Eachconsecutie burstof 200,000
messagess likely to encountedifferentroutingtableentries
that have not yet beenfixed (about95,000entrieswere re-
pairedduring eachbursts). The periodicrouting tablemain-
tenancepn the otherhand,replacedailed entriesthat have
not yet beenusedaspart of its routine. It is intuitive to see
why the distanceratio recorersmoreslowly without routing
tablemaintenanceThereplacemenéntry entry provided by
the repairmechanismgs generallyrelatively close,but not
necessarilyamongthe closest. The periodic routing table
maintenancgerformsprobingandis likely to replacesuch
anentrywith abetterone.

We also measuredhe cost of the periodic routing table
maintenancein termsof network probesto determinethe
distanceof nodes.On average lessthan20 nodesarebeing
probedeachtime anodeperformsroutingtablemaintenance,
with a maximumof 82 probes.Sincetheroutingtablemain-
tenanceis performedevery 20 minutesand the probesare
likely to target differentnodes,this overheadis not signifi-
cant. However, whenmary large overlay networks perform
probingin the Internet,therecanbe a significantburdenon
the network. For this reason,several project are currently
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working on a genericmeasuremerninfrastructurefor the In-
ternet.We expectthatthiswork will provideasolutionto this
problemin thelong term.

6.7 Load balance

Next, we considerhow maintainingthe proximity invariant
in the routing tablesaffectsload balancein the Pastryrout-
ing fabric. In thesimplePastryalgorithmwithoutthelocality
heuristicsor in protocolslike Chordthatdon’t considemet-
work proximity, the“indegree”of anode,i.e.,thenumberof
routingtableentriesreferringto a any givennode,shouldbe
balancedacrossall nodes. This is a desirableproperty asit
tendsto balancemessagéorwardingload acrossall partici-
patingnodesin theoverlay.

Whenrouting tablesentriesare initialized to refer to the
nearestnodewith the appropriateprefix, this propertymay
becompromisedbecaus¢hedistributionof indegreess now
influencedby the structureof the underlying physical net-
work topology Thus,thereis aninherenttradeof between
proximity basedrouting andload balancein the routing fab-
ric. The purposeof the next experimentis to quantifythede-
greeof imbalancen indegreesof nodescausedy the prox-
imity invariant.

Figure 22 shavs the cumulative distribution of indegrees
for a60,000nodePastryoverlay, basednthe GATechtopol-
ogy. As expectedtheresultsshow thatthedistribution of in-
degreess not perfectlybalanced Theresultsalsoshow that
theimbalancds mostsignificantat thetop levelsof therout-
ing table (not showvn in the graph),andthat the distribution
hasathintail. This suggestshatit is appropriatdo dealwith
thesepotentialhotspotseactively ratherthanproactiely. If
one of the nodeswith a high indegreebecomesa hotspot,
whichwill dependontheworkload,it cansendbacloff mes-
sagesThenodegshatreceve suchabacloff messagéind an
alternatve nodefor thesameslotusingthesameechniqueas
if thenodewasfaulty. Sincethe mostsignificantimbalance
occursatthetop levelsof theroutingtable,changingrouting
tableentriesto point to an alternatve nodewill notincrease
the delay penaltysignificantly Thereare mary alternatve
nodesthat canfill out theseslotsandthe distancetraversed
in thefirst hopsaccountdor a smallfractionof thetotal dis-
tancetraversed. We concludethatimbalancein the routing
fabric asa resultof the proximity invariantdoesnot appear
to beasignificantproblem.

6.8 Discovering a nearby seednode

Finally, we evaluatethe discovery algorithmusedto find a
nearbyPastry node, presentedn Section4.3. In eachof
1,000trials, we chosea pair of nodesrandomlyamongthe
60,000Pastrynodes.Onenodein the pair is consideredhe
joining nodethat wishesto locatea nearbyPastrynode,the
otheris treatedasthe seedPastrynodeknown to thejoining
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Figure 22: Indegree distribution of 60,000 Pastry nodes,
GATechtopology

Exact | Average Average Number

closest| Distance| RTO Distance| Probes
Sphere | 95.3% 11.0 37.1 157
GATech | 83.7% 82.1 34.1 258
Mercator | 32.1% 2.6 6.0 296

Tablel: Resultsfor the closesthodediscovery algorithm.

node.Usingthisseedhode thenodediscoveryalgorithmwas
usedto discover a nodenearthe joining node,accordingto
the proximity metric. Table1 shows the resultsfor the three
differenttopologies. The first columnshows the numberof
timesthe algorithmproducedhe closestexisting node. The
secondcolumnshows the averagedistance accordingto the
proximity metric, of the nodeproducedby the algorithm,in
thecasesvherethe neareshodewasnot found. For compar
ison, the third columnshows the averagedistancebetweera
nodeandits row zerorouting table entries. The fourth col-
umnshaws the numberof probesperformedpertrial.

In thesphereopology, over95%of thefoundnodesarethe
closest.Whenthe closestis not found, the averagedistance
to the found nodeis significantly lessthanthe averagedis-
tanceto theentriesin thefirstlevel of theroutingtable.More
interestinglythisis alsotrue for the Mercatortopology, even
thoughthe numberof timesthe closeshodewasfoundis low
with this topology The GATechresultis interesting,in that
thefractionof casesvheretheneareshodewasfoundis very
high (almost84%), but the averagedistanceof the produces
nodein the caseswherethe closestnodewas not found is
high. The reasonis thatthe highly regular structureof this
topologycauseshealgorithmto sometimegetinto a “local
minimum”, by gettingtrappedn a nearbynetwork. Overall,
thealgorithmfor locatinga nearbynodeis effective. Results
shav thatthe algorithmsallows newly joining nodesto effi-
ciently discovera nearbynodein the existing Pastryoverlay.

7 Conclusion

This paperpresentsan analysisand an experimentaleval-

uation of the network locality propertiesof a p2p overlay
network, Pastry Analysisshows that good network locality

propertiescan be achieved with very low overheadin syn-
thetic network topologies.A refinedprotocolfor nodejoin-

ing andnodefailure recovery significantlyreduceghe over-

headof maintaininga topology-avareoverlay. Simulations
on two different Internettopology modelsthen shav that
thesepropertieshold alsoin morerealistic network topolo-
gies. We concludethat exploiting network proximity canbe
accomplisheceffectively and with low overheadin a self-
organizingpeerto-peeroverlaynetwork.
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